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Bioanalytical method validation: a risk-based approach?
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Abstract

Bioanalysis frequently involves the measurement of very low analyte concentrations in complex and potentially variable
matrices. It is not possible to test in validation every possible circumstance that may be encountered when analyzing study
samples; logically, therefore, some risk of obtaining erroneous results exists when validated methods are applied to study
samples. An initial attempt has been made to apply a risk management tool to the bioanalytical situation, with the hope that this
will stimulate further discussion on the idea of more formally addressing “risk” with regards to bioanalytical method validation.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Bioanalysis, perhaps more that many other types of
analysis, involves unknown factors as analyte concen-
trations are low, and matrices are complex and may
contain unknown and variable components. The re-
liability of modern methods is therefore remarkable
given that analytes are often measured at concentra-
tions of one in a billion or less, and even after extrac-
tion and chromatography the analyte of interest may
often represent only one ion in a million entering the
interface of an LC–MS–MS instrument.

The industry consensus on bioanalytical validation,
reflected in FDA guidelines and other publications
[1–4] has done much to improve the quality of bio-
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analysis and to establish generally accepted validation
specifications. However, almost all quantitative ac-
ceptance criteria applied to validation and quality
control of bioanalytical methods rely on data gen-
erated using spiked control biofluid samples. Whilst
the limitations of such samples as a model for “real”
samples have been acknowledged for many years,
“spiked samples” remain a mainstay for validation
and quality control in bioanalysis. Whilst the poten-
tial for ion-suppression/enhancement (matrix) effects
with LC–MS–MS methods was described as long ago
as 1993[5,6], recent publications[7–12]have empha-
sized the possibility for such effects to result in major
and unseen errors in LC–MS–MS bioanalysis, due
primarily to differences between sources of biological
matrix, and between the components of “real” study
samples and spiked samples used to prepare calibra-
tion and QC samples. Whilst ion-suppression effects
are not the only way in which spiked calibration and

0731-7085/$ – see front matter © 2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.jpba.2004.02.028



888 C.A. James et al. / Journal of Pharmaceutical and Biomedical Analysis 35 (2004) 887–893

QC samples may be an unreliable model for study
samples, such results have served to remind us of the
potential limitations of bioanalytical validation ex-
periments. These potential problems appear to relate
largely to the complexity and potential variability of
biomatrix samples. In addition to various endogenous
substances[13], biological matrices may contain drug
metabolites, co-administered drugs and/or metabo-
lites, anti-coagulants, formulation excipients and di-
etary substances and supplements[14]. The presence
and/or concentration of matrix components may vary
in individual subjects, in different races, or patient
groups, or due to the circumstances of different stud-
ies; disease state and the pharmacological action of
the drug or co-medications may also alter the matrix.

Given that it is impossible to examine every even-
tuality that might be met in future application of a
bioanalytical method during validation, even “highly
validated” methods must logically carry some risk of
generating erroneous results when applied to study
samples. Whilst these risks may be implicitly recog-
nized, they are not discussed explicitly in validation
guidelines. The following article therefore attempts to
apply a risk management approach to bioanalytical
validation. Encouragement to apply such an approach
has been taken from the FDA announcement of a new
“risk-based approach for cGMP”[15,16]even if there
is no direct indication of the applicability of this ap-
proach to bioanalysis at this time.

Fig. 1. Plasma concentration–time (mean,n = 3) profiles following IV administration of a compound in a formulation containing Tween
80 to rats. Samples were analyzed by two methods, the method using gradient elution suffers from ion-suppression.

2. Ion-suppression

In contrast to bioanalytical methods using HPLC
with detectors such as UV and fluorescence, LC–MS–
MS has been perceived as a highly selective tech-
nique in which interfering peaks are rarely seen. This
has encouraged analysts to increase sample through-
put [17,18] often by minimizing sample preparation
procedures and running very rapid chromatographic
separations with limited retention of the analyte.
However, as indicated in the introduction, increasing
reports of matrix (ion-suppression/enhancement) ef-
fects are changing the perception of LC–MS–MS as
a highly selective bioanalytical technique, to one that
is selective for “visible” interferences, but that may
be non-selective for “unseen” interferences[8]. Fig. 1
gives an example of an ion-suppression effect due to
a formulation component in rat plasma study sam-
ples, which was resolved by amending the chromato-
graphic conditions to separate the compound from the
formulation components (P. Larger, personal commu-
nication). In early time-point samples, this resulted in
a reduction in the measured analyte concentration of
several fold.Fig. 2 shows single reaction monitoring
(SRM) and total ion current (TIC) traces correspond-
ing to this example. With the isocratic system, the TIC
plot (Fig. 2, plot C) is clearly at baseline levels where
the analyte peak elutes. However, with the gradient
elution system where ion-suppression was observed,
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Fig. 2. Time–intensity plots corresponding to methods used for the example inFig. 1; (A) the TIC plot and (B) the SRM plot for the
gradient elution method; (C) the TIC plot and (D) the plot SRM for the isocratic method.
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the TIC plot (Fig. 2, plot A) appears to show elution
of matrix components in the region in which the an-
alyte peak elutes. In addition to this example, liter-
ature reports[10–12] also indicate the possibility of
relatively large errors due to ion-suppression effects.
With regards to these examples at least, the magni-
tude of potential error appears to be far greater than
the levels of imprecision that cause an assay to fail
according to standard QC criteria (e.g. >15–20% of
target). Whilst validation guidelines[2] indicate “ma-
trix effects should be investigated” for LC–MS or
LC–MS–MS methods, no detail is given of how this
should be done. In the literature two approaches for the
identification of matrix effects are generally reported,
involving either post-column infusion of the analyte
[10,19–21]or comparison of responses from various
analyte solutions and spiked samples[8,11,12]. With
the infusion approach, the analyte is continuously in-
fused into the LC–MS–MS system and injections of
blank matrix extract are made, allowing the identi-
fication of areas of the chromatogram where elution
of endogenous materials might significantly alter the
response from the analyte. Whilst this can be useful
to avoid potential areas of significant interference in
the chromatogram, it does not yield quantitative in-
formation under the exact conditions of the assay. In
our laboratories, we have therefore adopted the ap-
proach described in detail by Matuszewski et al.[8]
of comparing the response of analyte solutions with
spiked extracted biofluid samples, and extracts of con-
trol biofluids spiked with analyte after extraction. This
allows the calculation of matrix effect, extraction re-
covery, and overall “process efficiency”. A simplified
check is also suggested comparing responses of five
different sources of biofluids spiked with analyte, rec-
ognizing that ion enhancement or suppression may
be present but not affect the assay if relatively con-
stant in all samples, or if fully compensated for by
an internal standard. This later check is also useful
for online extraction systems where the absence of a
separate “extract” precludes experiments requiring the
post-extraction spiking of samples. In his discussion
on how many sources of control biofluid to examine
for matrix effect, Matuszewski et al.[8] in effect de-
scribes a risk management approach. Examination of
five sources of biofluids is recommended even though
this number could be seen as inadequate for clinical
methods that will be applied to samples from hundreds

of individuals. However, this recommendation is prac-
tical, and compared with examining only one source
of biofluid “the likelihood of providing more accurate
bioanalytical and PK data may dramatically increase”
[8].

3. Risk management tool

Fig. 3 is a risk management tool adapted for the
bioanalytical situation. The diagram attempts to com-
pare the risk of certain problems occurring with the
impact on the analysis if that problem has occurred. It
is assumed that methods are already validated accord-
ing to FDA guidelines and standard batch acceptance
criteria are being applied in subsequent application of
the method. The probability of occurrence (frequency)
was judged on how often an event might occur across
a series of different methods. It must be emphasized
that the diagram is constructed on a subjective basis
from experiences within our laboratories and discus-
sions with other bioanalytical scientists. For example,
we have judged that problems with linearity (1) are
not common with validated methods (risk of occur-
rence is low), particularly as issues with linearity will
generally be discovered and resolved during method
development. The impact is also judged as low be-
cause, if problems do occur during analysis, they will
readily be detected by standard calibration and QC
procedures.

In terms of risk assessment, the items falling in bot-
tom left quartile (low-mid risk of occurrence/low-mid
impact) of the diagram (Fig. 3), can be regarded as rel-
atively “safe” and not needing improvement in terms
of risk management. Items occurring in the mid-high
risk or impact areas, or mid-high segments for both,
need attention either to reduce the risk of occurrence,
or to mitigate their impact if they do occur.

Most of the items grouped in the “low risk” quartile
are the “classic” validation parameters, including lin-
earity (1), sensitivity (2), precision and accuracy (3),
stability (4), and selectivity (visible interference) (5).
One of the main reasons for placing these items as low
risk is that spiked samples were judged as effective in
evaluating and controlling for these parameters in val-
idation and routine analysis. Also in this quartile were
robustness (reproducibility) (6), which was judged as
low impact as problems should be readily detected
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Fig. 3. Risk assessment diagram. Key: (1) linearity, (2) sensitivity, (3) precision and accuracy, (4) stability, (5) selectivity (visible peak),
(6) robustness, (7) stability: different in study samples, (8) extraction recovery different in real samples, (9) ion-suppression, (10) stability:
metabolite→ parent drug, and (11) inter-laboratory cross-validation.

(robustness is in any case not commonly evaluated
[22]), and stability: different in real samples (7), which
was judged to occur relatively infrequently.

In the higher risk areas of the diagram were: extrac-
tion recovery different in real samples (8) and unstable
metabolites that revert to another analyte (10); these
were judged to occur, in general, fairly infrequently,
but the impact of occurrence was judged as relatively
high, as the analytical errors in study samples could
be large but standard QC procedures would not detect
any problem in the analysis. Whilst we judged the risk
of occurrence for item (10) to be generally low, when
certain types of labile metabolite (e.g. N-oxides, glu-
curonides) are present[23,24]the risk becomes higher
and should be checked for as soon as the availability
of materials allows. We have indicated this by show-
ing item (10) twice on the diagram.

Based on our own experiences and the increas-
ing number of recent publications (seeSection 1)
we judged the probability of occurrence to be some-
what higher for ion-suppression (9). Note the terms
ion-suppression and matrix effect are used somewhat
inter-changeability in the literature, here we have used
the term ion-suppression for convenience to refer to
the effect of any co-eluting material that might in-
crease or decrease the ionization efficiency of the ana-
lyte in an LC–MS system. A variety of possible causes
for ion-suppression have been reported, e.g. differ-
ent sources of biomatrix, anti-coagulants, metabolites
and co-medications, even different suppliers of blood
collection tubes[11]. We judged the impact to be
potentially high as the magnitude of the effect on the
analysis can be large and often calibration and QC
procedures will not indicate that such problems are
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occurring in the study samples. Of course if the nec-
essary information and materials exist, many of these
potential problems listed above can be checked for in
method development or validation, and some items
on the diagram (Fig. 3) have been coded to indicate
this possibility. For example, if available, potential
unstable metabolites can be tested for reversion to
parent drug, or intravenous formulation excipients can
be checked for ion-suppression effects. However, par-
ticularly in early drug development, both knowledge
and availability of relevant materials may be limited.

The final item in the risk assessment diagram
(Fig. 3) is inter-laboratory cross-validation[11].
Whilst not a standard part of every validation exer-
cise, anecdotal evidence suggests that it is relatively
common to find differences between the same method
run in different laboratories, or between different
methodologies, even though the both methods were
fully validated. The recent guidance[2] has therefore
been helpful in defining exactly when cross-validation
exercises are essential.

4. Discussion

Taken overall, the greatest “risks” in bioanalytical
methods seem to be those associated with prob-
lems where spiked QC samples are a poor model
for real samples. As exemplified by recent concerns
about ion-suppression effects, approaches to deal-
ing with these potential problems include: extending
or re-designing validation experiments to better de-
tect such problems[10,12], seeking instrumental and
method conditions that are in general more robust
against such effects[8,11] or making QC samples
a more relevant model for study samples[27]. Ma-
tuszewski et al.[8] indicates a number of approaches
to “eliminate” matrix effects, including having ade-
quate chromatographic retention, good sample clean
up, choice of LC–MS–MS interface, and use of a sta-
ble labeled internal standard. Whilst these comments
were written as recommendations to eliminate matrix
effects after they have been discovered, they could
equally be applied as ways to improve robustness
against problems that might occur in future applica-
tion of the method.

It is often stated that validation should be a con-
tinuous process even if most validation exercises are

conducted as discrete experiments. Certainly it is im-
portant that bioanalysts remain vigilant, particularly
as some of the more unusual bioanalytical problems
have been identified by chance observation rather than
during validation experiments. It is important also to
remain updated on emerging information about the
analyte (e.g. metabolism) and study conditions (e.g.
co-medications) as a method continues to be used, so
that additional validation experiments can be run if re-
quired. One interesting approach to the on going mon-
itoring of methods has been outlined by Jemal et al.
[27]. He suggests using pooled study samples from the
first clinical study to monitor long-term performance
and stability in subsequent studies to try and identify
“real samples” issues relatively early in application of
the method.

An implicit assumption in almost all validation ex-
periments is that spiked QC samples are an adequate
model for “real” study samples. Clearly this assump-
tion is sometimes incorrect. This possibility can be
interpreted in two ways: (a) at worst spiked samples
may be an “easier” (less complex) matrix for than
study samples; if a method performs badly in valida-
tion with spiked samples it is unlikely to show good
performance with “more complex” study samples; (b)
if spiked samples behave differently to study samples
they are an irrelevant model for validation, and any
validation data generated with them is worthless.

Even if we accept spiked QCs as a good model, a
number of authors have questioned the appropriateness
and consistency[25,26,28–30]of the recommended
[2,3] procedures and acceptance limits applied to vali-
dation and routine analysis batches. One important de-
tail of the recommended batch acceptance limits was
“tightened” from 20 to 15% (i.e. for batch acceptance
66% of QC samples need to be within 15% of their
target values) following the workshop held in Wash-
ington in 2000[1–3]. In attempting to assess risks
faced in application of bioanalytical methods, albeit in
a subjective fashion, our attention has been drawn not
to the detail of these various acceptance procedures,
but to the risks of quite major unknown errors occur-
ring during analysis of study samples due to factors
such as ion-suppression or labile metabolites. These
concerns match those of other authors in recent pub-
lications[8,27].

Our proposal is that we need to acknowledge
some aspect of risk will exist in application of
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bioanalytical methods however many validation ex-
periments are performed. A science-based risk man-
agement approach could therefore help to focus
experimental work and possibly to rethink our val-
idation strategies. Perhaps we need to place greater
emphasis, especially in early application of a method,
on gaining experience with analysis of incurred study
samples, and monitoring on going performance of
the method in actual application. The scope of the
extensive pre-study validation experiments, now usu-
ally performed with spiked samples, could be recon-
sidered together with the acceptance limits that are
applied.

5. Conclusions

Even with the best validation approaches, diversity
and unknown factors in study samples pose a threat of
unseen, and undetected, errors in bioanalysis and there
is no simple way to guard against or check for every
possibility. The objective of this article was there-
fore to suggest that a science-based risk management
approach should be considered for bioanalytical val-
idation, with the hope that this will stimulate further
discussion on the idea of more formally addressing
“risk” in validation approaches and guidelines.
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